
Signals

DA 623 Jan - May 2023 IIT Guwahati

Instructors: Neeraj Sharma

Computing with

Lecture-30-31 [17-21st Apr]



Review:
Modeling a natural system as linear time 
invariant (LTI) model



https://www.youtube.com/watch?v=vTvEs15u5ek&t=97s

Listen the below video on headphones (instead of earphones) for full effect

http://www.youtube.com/watch?v=vTvEs15u5ek


Reading Material



Computing Edit Distance

Credits: CS221 AI Systems Course



● information theory, linguistics, computational biology, and computer 
science, the Levenshtein distance is a string metric for measuring the 
difference between two sequences.

● informally, the Levenshtein distance between two words is the minimum 
number of single-character edits (insertions, deletions or substitutions) 
required to change one word into the other.

● It is named after the Soviet mathematician Vladimir Levenshtein, who 
considered this distance in 1965.

Edit (or Levenshtein) distance
Applications:

https://en.wikipedia.org/wiki/Linguistics
https://en.wikipedia.org/wiki/String_metric
https://en.wikipedia.org/wiki/Vladimir_Levenshtein


Concept of Memoization

Fibonacci computation

fib(n) = fib(n-1) + fib(n-2)  

fib(1) = 1

fib(2) = 1



Concept of Memoization
Fibonacci computation

compute_fibonacci(7)
fib(n) = fib(n-1) + fib(n-2)  

fib(1) = 1

fib(2) = 1

Visualizing Fibonacci computation



Memoization + Recursion = Dynamic 
Programming



In time series analysis, dynamic time warping (DTW) is an algorithm for measuring similarity 
between two temporal sequences, which may vary in speed.

For instance, similarities in walking could be detected using DTW, even if one person was 
walking faster than the other, or if there were accelerations and decelerations during the 
course of an observation.

DTW has been applied to temporal sequences of video, audio, and graphics data — 
indeed, any data that can be turned into a one-dimensional sequence can be analyzed with 
DTW. 

Other applications include speaker recognition and online signature recognition. It can also 
be used in partial shape matching applications.

Dynamic Time Warping (DTW)

https://en.wikipedia.org/wiki/Time_series_analysis
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Acceleration
https://en.wikipedia.org/wiki/Speaker_recognition
https://en.wikipedia.org/wiki/Signature_recognition
https://en.wikipedia.org/wiki/Shape_analysis_(digital_geometry)


More here: https://dynamictimewarping.github.io/



Abdullah Mueen, Eamonn J. Keogh: Extracting Optimal
Performance from Dynamic Time Warping. KDD 2016: 2129-2130

Following slides are adapted from: 























Applications of distance measures?
Clustering



When doing learning:
“Similar data-points can be grouped together”

What if we do not have labels? Welcome to unsupervised setting.
Distance computation between data points helps.



Clustering



Clustering



Clustering



Clustering
Using distance 
measures



Clustering

Implementation: https://realpython.com/k-means-clustering-python/



Image segmentation - using clustering



Image compression - using clustering

From C. Bishop



Clustering
Reading material: 

Additional: 

Chapter 9: C. Bishop’s book Pattern Recognition and Machine Learning



Image quantization



All are 1 bit images - intensity take 2 values, only





Quantization

● assigning discrete values to the continuous amplitude values taken by the signal 
● The discrete values are also called levels
● If b bits are used to represent the discrete values then there are 2b discrete levels 

Quantization Error results due to 
limited intensity resolution.



Dithering - allows distributing the quantization error

Source: https://www.cs.princeton.edu/courses/archive/fall00/cs426/lectures/dither/dither.pdf



Thank you


